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ABSTRACT
Link prediction has become a significant research problem in deep
learning, and the graph-based autoencoder model is one of the
most important methods to solve it. The existing graph-based au-
toencoder models only learn a single set of distributions, which
cannot accurately represent the mixed distribution in real graph
data. Meanwhile, existing learning models have been greatly re-
stricted when the graph data has insufficient attribute information
and inaccurate topology information. In this paper, we propose
a novel graph embedding framework, termed multi-scale varia-
tional graph autoencoder (MSVGAE), which learns multiple sets
of low-dimensional vectors of different dimensions through the
graph encoder to represent the mixed probability distribution of the
original graph data, and performs multiple sampling in each dimen-
sion. Furthermore, a self-supervised learning strategy (i.e., graph
feature reconstruction auxiliary learning) is introduced to fully use
the graph attribute information to help the graph structure learn-
ing. Experiment studies on real-world graphs demonstrate that the
proposed model achieves state-of-the-art performance compared
with other baseline methods in link prediction tasks. Besides, the
robustness analysis shows that the proposed MSVGAE method has
obvious advantages in the processes of graph data with insufficient
attribute information and inaccurate topology information.
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1 INTRODUCTION
Many fields in the real world can be represented as graph structure
data such as community detection [7], biological, and transportation.
The real individuals are abstracted as nodes in the graph network,
and the interaction between individuals is abstracted as the edges
of the graph network. Nowadays, the analysis of graph data attracts
more and more attention, especially the research of link predic-
tion [27] has quickly become a very important topic in graph data
analysis. Traditional machine learning methods cannot be directly
applied to graph data processing tasks because the graph data has a
high degree of irregularity and complex structure. Recently, graph
representation learning [8, 13, 26] has received careful attention
in light of its favorable performance on many graph data model-
ing tasks, which has the advantage that it can map the graph data
node features in the high-dimensional space to the low-dimensional
space via the jointly learning between graph attribute information
and graph topology information. Indeed, graph embedding learning
has been widely used in the research of link prediction tasks.

At present, graph representation learning methods are mainly
divided into three research directions: probability models, methods
based on matrix factorization, and models based on deep learn-
ing [6]. The main learning goal of the probabilistic model is to
retain the original topological information in the vectors in the low-
dimensional space. Models such as DeepWalk [17], LINE [18] and
node2vec [5] use random walks to construct local neighborhood
connectivity, and finally learn the network node representation.
Methods based on matrix decomposition mainly learn the repre-
sentation of nodes on the graph by decomposing the adjacency
matrix representing the graph data, such as GraRep [1], HOPE [14],
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M-NMF [25]. Some models based on deep learning are currently
receiving the most attention to combine the idea of autoencoders
with graph neural networks to construct latent representations of
graph data [24]. GAE [10] uses the framework of a self-encoder
to apply the graph convolutional network (GCN) [11] to the en-
coder to achieve the purpose of learning latent node features, and
to reconstruct the adjacency matrix through the decoder to achieve
the purpose of link prediction. VGAE [10] applies GCN to the en-
coder of the Variational Autoencoder (VAE) [9], which learns the
low-dimensional distribution of node characteristics and then recon-
structs the adjacency matrix of the graph data. In addition, models
such as MGAE [22] and GALA [16] also learn the representation of
node features on the basis of GAE.

It is worth noting that the methods described above only learn a
set of low-dimensional vectors to represent the features of nodes
when learning low-dimensional vectors representing graph data. In
practice, when the attribute information and structure information
in the graph data are insufficient, we found that only learning a
set of low-dimensional vectors cannot represent the original mis-
cellaneous graph data well. Meanwhile, all existing graph autoen-
coder models [10] use the GCN [11] as their encoders, in which
the adjacency matrix of the encoder is fixed during the model
training. Therefore, when the model learns the representation of
low-dimensional vectors, each node cannot assign corresponding
weights to different neighbor nodes according to the similarity of
the features of each neighbor node when aggregating the features
of other neighbor nodes. In addition, in the process of model train-
ing, when there is little information about valid node links or node
features in the graph data, the model′s ability of representing the
original graph data is poor, which greatly affects the learning ef-
fect and makes the link information still incomplete after the final
reconstruction.

In this paper, we propose a novel graph representation frame-
work with self-supervised learning, termed multi-scale variational
graph autoencoder (MSVGAE). Firstly, our model learns multiple
groups of distributions represented by different low-dimensional
vectors through the encoder, carries out sampling on each distri-
bution represented by low-dimensional vectors to represent the
original complex graph data. Secondly, the graph attention network
(GAT) [20] is chosen as the encoder; in this way, when the model
learns the distribution of low dimensional vector representation,
each node can adaptively aggregate all neighbor nodes, i.e., assign-
ing corresponding weight coefficients to different neighbor nodes
according to the similarity of node features. Finally, the model
reconstructs the adjacency matrix to generate a more complete
adjacency matrix than the previous mutilated adjacency matrix.
Meanwhile, in order to construct the new adjacency matrix, the
idea of self-supervised learning is introduced in the model, i.e.,
the feature matrix of the nodes is re-represented using the graph
autoencoder model in combination with the new adjacency ma-
trix, and the differences between the re-represented node feature
matrix and the original feature matrix are added to the final loss
function. In brief, by considering synthetically of graph attribute in-
formation, the graph features reconstruction based self-supervised
learning can get a better graph structure. The advantage of the
self-supervised learning task allows all the predicted topological
information to be involved in the computation of the optimization

objective function, and the added self-supervised loss can help the
model reconstruct a more accurate topological structure matrix.

• Weproposed a novel multi-scale variation graph autoencoder
(MSVGAE) for link prediction, which can learn a more accu-
rate mixed probability distribution to represent the original
graph data.

• A multi-scale graph embedding learning approach is de-
signed to improve the robustness of the graph autoencoder
models, which shows good potential to deal with uncertainty
issues in several graph modeling tasks.

• A graph feature reconstruction based self-supervised learn-
ing is introduced to help the graph structure learning.

2 RELATEDWORK
In the initial stage of link prediction, the main calculation is the
similarity between nodes. The greater the similarity, the greater the
possibility of link generation. The problem of link prediction on
the graph was first proposed in social networks. The literature [12]
summarized the evaluation index of the similarity of graph topol-
ogy and pointed out the most accurate (Adamic-Adar Index, AA)
index. Later, some better indicators such as resource allocation
indicators and partial path indicators were proposed [30]. Consid-
ering that the connectivity between nodes depends on the degree
of similarity between nodes, a model [3] for link prediction based
on the hierarchical structure of the network is also proposed. This
model performs well in graph networks with obvious hierarchical
structures. The DeepWalk [17] model combines random walk with
the word embedding model in natural language processing, and
maps the graph network of non-euclidean spatial data to euclidean
space to use the embedding vector of the node to solve the link
prediction problem. On this basis, many graph network embedding
learning models have been proposed, for example, Node2vec [5]
and LINE [18].

With the rapid development of graph neural networks in recent
years, the link prediction problem has also been further developed.
Combining the idea of graph convolutional neural network and
variational autoencoder, kipf et al. proposed a variational graph
autoencoder (VGAE) [10] and achieved good results on the link
prediction problem. Subsequently, a model [23] combined genera-
tive adversarial network (GAN) [4] and graph convolutional neural
network was proposed for the first time. On this basis, Adversar-
ial Regularized Variational Graph Auto-Encoder (ARVGA) and the
Distribution-Induced Bidirectional Generative Adversarial Network
(DBGCN) are derived and used for graph representation learning
to solve the link prediction problem.

On the other hand, self-supervised learning (SSL) [28] has also
been deeply studied by many researchers. Since SSL has the ad-
vantage of not requiring any tagged data, and in real life, it often
requires a large amount of expensive tagged data, SSL has been
widely applied to graph embedded learning. Compared with the
rapid development of graph neural networks, the application of SSL
in graph data is a new field. Inspired by the image field, some self-
supervised learning methods based on graph neural networks, such
as DGI [21], began to rise. Chen et al.[2] proposed a self-supervised
learning strategy called context recovery, which can better use
unmarked data.
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In our model MSVGAE, we have learned multiple sets of node
embedding representations of different scales so that the model has
a stronger representation ability and can also have good robust-
ness in the situation of insufficient graph data information. At the
same time, self-supervised learning is introduced into the model to
improve learning ability.

3 PROBLEM DEFINITION
𝐺 = (𝑉 , E) is an undirected graph, 𝑉 = {𝑉1, . . . ,𝑉𝑁 } is the set of
nodes in the graph, 𝑁 is the number of nodes, E is the set of edges
in the graph, 𝑋 = {𝑋1, . . . , 𝑋𝑁 } ∈ R𝑁×𝐹 is the feature matrix of
all nodes in the graph, and 𝐹 is the dimension of features each
node. The adjacency matrix 𝐴 ∈ R𝑁×𝑁 represents the topological
structure of the graph.

The main purpose of the graph autoencoder for the link pre-
diction is to generate a more complete graph topology with the
graph attribute information and less topology information. Speci-
ficially, according to the given graph feature matrix 𝑋 ∈ R𝑁×𝐹

and incomplete edge set E, the model learns the low-dimensional
distribution of node vectors through the encoder (GCN in most
models). Then the new graph embedding 𝑍 ∈ R𝑁×𝐹 ′ is obtained,
which is sampled via the potential distribution of the graph data.
Finally, the topology of the graph is reconstructed by the decoder
(link prediction: predict the possibility of a connection between
node 𝑉𝑝 and node 𝑉𝑞), and a new adjacency matrix 𝐴′ ∈ R𝑁×𝑁 is
obtained.

4 MODEL ARCHITECTURE
4.1 Overall Structure
Fig.1 shows the overall structure of our multi-scale variational
graph autoencoder (MSVGAE), which consists of three parts: graph
encoder, decoder, and a self-supervised learning module. The graph
encoder uses a graph attention mechanism to implement a varia-
tional inference model and learns the probability distributions of
multiple sets of low-dimensional vector representations of different
dimensions to estimate the true posterior probability distribution
of the graph data. Technically, it learns multiple sets of latent repre-
sentations𝑍 ∈ R𝑁×𝐹 ′ . The decoder implements a generative model
to reconstruct a new adjacency matrix 𝐴′ ∈ R𝑁×𝑁 (learning from
𝑍 to get 𝐴′). Finally, a self-supervised learning task is introduced
to reconstruct the graph attribute information via the potential
representation 𝑍 learned by the encoder and the reconstructed ad-
jacent matrix 𝐴′ learned by the decoder. This kind of graph feature
reconstruction based auxiliary learning can make full use of the
graph attribute information to help generate the complete graph
structure.

4.2 Multi-Scale Variational Graph Autoencoder
4.2.1 Inference Model. In the variational model of the graph en-
coder, the node feature matrix 𝑋 ∈ R𝑁×𝐹 of the graph data and
the given links set E are taken as inputs. The variational part is
responsible for the graph embedding learning of the whole model
and the dimensionality reduction representation of complex and
high-dimensional graphs. Unlike most models that use the vanilla
GCN [11] as the encoders, we use the graph attention network

(GAT) [20] to implement the graph encoder, i.e., a multi-head at-
tention network is used to aggregate the features of all neighbor
nodes that distance is 1 for each node. The parametric inference
model of variational probability distribution can be expressed as:

𝑞(𝑍 |𝑋, E) = ∏𝑁
𝑖=1 𝑞(𝑍𝑖 |𝑋, E), (1)

𝑞(𝑍𝑖 |𝑋, E) = N(𝑍𝑖 |𝜇𝑖 , 𝑑𝑖𝑎𝑔(𝜎2𝑖 )), (2)

where 𝜇𝑖 and 𝜎2𝑖 represent the mean vector and the variance vector
corresponding to the node 𝑉𝑖 , respectively, which are learned by
the encoder.

𝜇 = 𝐺𝐴𝑇𝜇 (𝑋, E), 𝑙𝑜𝑔𝜎 = 𝐺𝐴𝑇𝜎 (𝑋, E). (3)

The following describes our graph attention mechanism, we
have made a little change to GAT.𝑊 ∈ R𝐹×𝐹 ′ is a shared weight
parameterized matrix for linear transformation learning for each
node. When the features of the node 𝑉𝑖 and its neighbor 𝑉𝑗 are
aggregated, the corresponding positions of the vectors are multi-
plied, which can better calculate the similarity between nodes. The
attention mechanism 𝑎 ∈ R𝐹 ′ is applied to LeakyRelu through a
single-layer feedforward neural network parameterized by a weight
vector.

𝑒𝑖, 𝑗 = 𝑎(𝑊 ®ℎ𝑖 ×𝑊 ®ℎ 𝑗 ). (4)

The feature vector of the input node can be represented by a
set ®ℎ =

{
®ℎ1, ®ℎ2, . . . , ®ℎ𝑁

}
, ®ℎ𝑖 ∈ R𝐹 , and the neighbor features are

aggregated by the attention layer and then represented by the set
®ℎ′ =

{
®ℎ′1, ®ℎ′2, . . . , ®ℎ′𝑁

}
, ®ℎ′
𝑖
∈ R𝐹 ′ as the output. Where 𝜶 𝑖, 𝑗 is the

weight of node 𝑉𝑖 relative to node 𝑉𝑗 , 𝑔 is the 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 activation
function.

ℎ′𝑖 = 𝑔(
∑︁
𝑗∈N𝑖

𝛼𝑖, 𝑗𝑊 ®ℎ 𝑗 ), (5)

𝜶 𝑖, 𝑗 =
𝑒𝑥𝑝 (𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝑙𝑢 (𝑒𝑖, 𝑗 ))∑

𝑘∈N𝑖
𝑒𝑥𝑝 (𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝑙𝑢 (𝑒𝑖,𝑘 )).

(6)

In order to make the learning process more stable, multi-head
attention is used, and each node learns 𝐾 sets of weights. The final
node vector ®ℎ′

𝑖
can be expressed as:

®ℎ′𝑖 = 𝑔(
1
𝐾

𝐾∑︁
𝑘=1

∑︁
𝑘∈N𝑖

𝛼𝑘𝑖,𝑗𝑊
𝑘 ®ℎ 𝑗 ) . (7)

4.2.2 Multi-Scale Learning. At present, most link prediction mod-
els based on variational graph autoencoders only learn a set of
hidden variable representations in the encoder part to approximate
the complex distribution of the original data. When the feature
information or structure information of the graph data is insuffi-
cient, only a set of distributions cannot well represent the complex
distribution of the original data. Therefore, our model learns hidden
vector matrix 𝑍 of different dimensions (16, 32, 64, 128) through
the encoder, samples two sets of probability distributions on each
dimension, and learns several sets of distributions of different di-
mensions to approximate the real distribution (hidden variable
matrix 𝑍 ).The expression of 𝑍 sampling is: 𝑍𝑖 = 𝑒𝑥𝑝 (𝜎𝑖 ) × 𝑒𝑖 + 𝜇𝑖 .
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Figure 1: The overall architecture of the proposed MSVGAE. Using the graph feature matrix 𝑋 and the edge set E, multiple sets
of embedding matrix 𝑍 with different scales are generated by the encoder, which are used to reconstruct the adjacency matrix
𝐴′ via the generator. Finally, the graph convolutional neural network (GCN) is used to learn the new eigenmatrix 𝑋 ′, and 𝑋 ′

participates in the self-supervised learning task.

4.2.3 Generative Model. In the decoder part, we multiply all the
low-dimensional hidden variable matrix 𝑍 sampled by the encoder
and its transposed matrix 𝑍𝑇 to generate the topology structure.

𝑝 (𝐴′ |𝑍 ) =
𝑁∏
𝑖=1

𝑁∏
𝑗=1

𝑝 (𝐴′
𝑖, 𝑗 |𝑍𝑖 , 𝑍 𝑗 ), (8)

𝑝 (𝐴′
𝑖, 𝑗 = 1|𝑍𝑖 , 𝑍 𝑗 ) = 𝑔(𝑍𝑇𝑖 𝑍 𝑗 ), (9)

where 𝐴′
𝑖, 𝑗

is an element of the reconstructed adjacency matrix.

4.3 Self-Supervised Learning Task
In real life, often there is only a very small amount of labeled
information in a large amount of data. Therefore, when there is too
little information about the known node links, the model cannot
accurately represent the original data distribution, which seriously
affects the learning effect of the model. To address the problem, a
self-supervised learning task is introduced in our model, it aims to
add auxiliary tasks to improve the accuracy of the main learning
task and enhance the performance of the model.

In our model, after learning the low-dimensional representa-
tion of the original data through the encoder, the auxiliary task
of relearning the nodal feature representation is added along with
the main learning task of reconstructing the adjacency matrix (as
shown in figure 2), the model is also capable of learning well when
faced with insufficient feature and topological information of the
data. The learning problem can be represented as:

𝑓 ∗, ℎ∗ = 𝑎𝑟𝑔 min
(𝑓 ,ℎ)

L𝑠𝑢𝑝 (𝑓 , ℎ,Q) + 𝜆L𝑠𝑠𝑙 (𝑓 , 𝑃), (10)

where Q represents the link prediction of the model as the main
learning task, 𝑃 represents the feature distribution of the original
graph data, the autoencoder of the model is represented as 𝑓 , and

the prediction head is represented as ℎ. In the formula, 𝑓 is trained
under the self-supervision, and ℎ is trained under the supervision
of Q. 𝜆 is a positive scalar weight that balances the two terms in
the loss.

The self-supervised learning task uses graph convolution net-
work (GCN) [11] propagation, and its process can be represented
as:

𝐻 (𝑙+1) = 𝜎 (𝐷̃− 1
2 𝐴̃′𝐷̃− 1

2𝐻 (𝑙 )𝑊 (𝑙 ) ), (11)

where 𝐴̃′=𝐴′+𝐼𝑁 is the new adjacency matrix generated by the
decoder and adds self-connection, and 𝐼 is the identity matrix. 𝐷 is
the degree matrix, and it is used to normalize 𝐴′. 𝐻 (𝑙 ) represents
the characteristics of the 𝑙th layer, and𝑊 (𝑙 ) represents the weight
of the 𝑙th layer.

Encoder Auxiliary 
SSL task

Link Prediction Main task

Auxiliary Learning

ℇ

𝑋𝑋

Figure 2: An auxiliary task of self-supervised learning is
included in the learning process of the model to help the
learning of the model′s main task. The autocoder is trained
jointly by both the auxiliary task and the main task.
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Algorithm 1 The learning process of MSVGAE
Input: Graph 𝐺 = (𝑋, E)

Parameter: 𝑇 is the number of iterations,𝑀 is the number of
sampled hidden matrices 𝑍 , 𝑁 is the number of nodes in the graph

Output: Reconstructed topological matrix 𝐴′ ∈ R𝑁×𝑁

1: for iterator=1, 2, 3,· · · · ·, 𝑇 do
2: Learn multiple sets of latent matrices by Eq.(1):

{𝑍1, 𝑍2, · · ·, 𝑍𝑚}
3: Reconstruct topological matrixs by Eq.(9):

{𝐴1, 𝐴2, · · ·, 𝐴𝑚}
4: Calculate the final topology matrix : 𝐴′ = 1

𝑀

∑𝑀
𝑖=1𝐴𝑖

5: Self-Supervised learning tasks by Eq.(10)
6: Update the parameters of the MSVGAE by Eq.(12)
7: end for
8: return 𝐴′ ∈ R𝑁×𝑁

4.4 Learning
The optimization function for model training is:

L =
1
𝑀

𝑀∑︁
𝑚=1

(
𝐸 (𝑞,𝑍𝑚 |𝑋,E) [𝑙𝑜𝑔𝑝 (𝐴′

𝑚 |𝑍𝑚)]−

𝐾𝐿[𝑞(𝑍𝑚 |𝑋, E)||𝑝 (𝑍 )]
)
− 1
𝑁

𝑁∑︁
𝑡=1

(𝑋 − 𝑋 ′)2, (12)

where 𝐸 (𝑞,𝑍 |𝑋,E) [𝑙𝑜𝑔𝑝 (𝐴′ |𝑍 )] represents the distance measure-
ment between the generated topology graph and the original topol-
ogy graph, 𝐾𝐿[𝑞(𝑍 |𝑋, E)||𝑝 (𝑍 )] represents a measure of the differ-
ence between two probability distributions 𝑝 and 𝑞. We use Gauss-
ian prior 𝑝 (𝑍 ) =

∏
𝑖=1N(𝑍𝑖 |0, 𝐼 ). 𝑀 represents the total number

of dimensions of embeddings 𝑍 .
In formula (12), the loss function in the last part of the self-

supervised learning task denotes the mean square error (MSE), it
represents the sum of squares of the differences between𝑋 ∈ R𝑁×𝐹

(the original feature matrix) and 𝑋 ′ ∈ R𝑁×𝐹 (the reconstructed
feature matrix). It is worth that in the task of reconstructing 𝑋 ′ ∈
R𝑁×𝐹 , 𝑋 ∈ R𝑁×𝐹 is re-represented using a GCN graph convolu-
tional neural network combined with the reconstructed adjacency
matrix 𝐴′ ∈ R𝑁×𝑁 . One advantage is that the assisted training of
the SSL task leads to more accurate link information generated by
the reconstructed adjacency matrix 𝐴′ ∈ R𝑁×𝑁 compared to the
unsupervised task.

4.5 Algorithm Explanation
The specific operation of our proposed MSVGAE method is shown
in Algorithm 1. The input part is a graph 𝐺 , and step 2 learns
the distribution represented by multiple sets of the latent variable
matrix 𝑍 from the encoder (GAT). In Step 3, the corresponding
topology matrix is reconstructed for each 𝑍 in Step 2. In Step 4,
the average value of all topology structures is calculated, and the
self-supervised learning task assist model is used for training in
Step 5. In step 6, formula 8 is used to update all the parameters of
the model (MSVGAE) using gradient descent. Finally, in step 8, the
topological structure 𝐴′ ∈ R𝑁×𝑁 obtained by the final training is
returned.

5 EXPERIMENTS
To verify the effectiveness of the proposed method, this paper con-
ducted experiments on five real-world graphs datasets.

5.1 Evaluation Setup and Metrics
5.1.1 Datasets. For our link prediction model MSVGAE, we choose
to evaluate on five widely used graph data sets. They are Citation
Network (Cora, Citeseer, Pubmed), Co-Buy Charts (Computers,
Photo). The total number of nodes, edge sets, total number of fea-
tures of nodes, and detailed information of node categories in each
data set are shown in Table 1.

Table 1: Real-world graph datasets used in the paper

Datasets Nodes Edges Attributes Classes

Cora 2708 5278 1433 7
CiteSeer 3327 4552 3703 6
Dblp 17716 52867 1639 4
Photo 7650 119081 745 8
Computers 13752 245861 767 10

5.1.2 Baselines. We compare our model with some other link pre-
diction models: GAE [10]: The node embedding model that com-
bines the graph domain with the auto-encoder uses the topological
information and feature information of the graph. VGAE [10]: The
graph embedding model combines the graph domain and the varia-
tional autoencoder. ARGA [15]: Adversarially regularized auto-
encoder graph learning embedding algorithm. ARVGA [15]: A
variational graph autoencoder based on ARGA learns embedding.
DBGAN [29]: The distribution-induced bidirectional generative
confrontation network is used for graph representation learning.
MSVGAE: Our proposed a graph embedding multi-scale represen-
tation learning based on a variational autoencoder.

5.1.3 Metrics. We use AUC value (the area under the receiver
operating characteristic curve) and AP value (the area under the
precision-recall rate curve) as the evaluation indicators of the model.
The data set is divided into training set (85% of the edge set), valida-
tion set (5% of the edge set), and test set (10% of the edge set). The
average and standard deviation of each model after five trainings
are used as the final score of the model.

5.1.4 Parameter Settings. Because the total number of nodes and
edges in the Cora and Citeseer data sets are small, for the proposed
MSVGAE, the learning rate is set to 0.01, and the model training
only needs to learn 20 iterations. For other data sets (Dblp, Photo,
Computers, CS), due to the large number of edges and node features
in the data set, the learning rate of the model MSVGAE is uniformly
set to 0.001 during training, and the number of training iterations
is set to 600. The dimensions of the four hidden layers learned by
the encoder are set to 16, 32, 64, and 128, respectively. All other
baseline parameters are consistent with the original paper.

5.2 The Results of Link Prediction
The detailed information of the experimental results of different
models on the link prediction task is shown in Table 2. It can be
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Table 2: Results for link prediction

Methods
Cora Citeseer Dblp Photo Computers

AUC AP AUC AP AUC AP AUC AP AUC AP

GAE 91.5±0.02 92.6±0.03 91.0±0.04 91.7±0.03 92.5±0.01 92.4±0.01 96.5±0.03 96.2±0.02 92.5±0.03 92.8±0.02
VGAE 91.5±0.04 92.3±0.05 91.2±0.03 92.4±0.05 94.6±0.03 94.6±0.02 95.2±0.04 94.9±0.04 92.5±0.04 92.8±0.05
ARGA 91.5±0.03 93.0±0.01 92.8±0.03 93.9±0.03 95.5±0.01 95.8±0.01 94.3±0.02 93.7±0.02 94.2±0.02 94.3±0.01
ARVGA 93.1±0.03 93.4±0.04 92.5±0.01 93.4±0.04 95.6±0.01 95.8±0.01 93.7±0.04 92.5±0.05 93.7±0.01 93.1±0.01
DBGAN 94.5±0.01 95.1±0.05 94.5±0.04 95.8±0.01 96.0±0.01 96.4±0.01 96.3±0.01 95.8±0.01 94.6±0.01 94.2±0.02

MSVGAE 95.3±0.05 95.4±0.04 95.4±0.03 96.1±0.04 95.7±0.01 95.3±0.02 96.7±0.01 96.3±0.01 95.1±0.02 94.6±0.01

found from the table that under different data sets, the proposed
MSVGAE model is superior to other comparison methods in link
prediction tasks, and shows better performance. Besides, except for
individual data sets, the results of both AUC and AP are more than
the 95.0. The reasons are as follows. On the one hand, the proposed
method adoptsmulti-scale representation learning, which has better
representation ability in graph embedding learning. On the other
hand, different from the traditional graph autoencoder methods,
the label information of nodes is used as the characteristics of nodes
to assist model training in this paper.

5.3 Ablation Study
The above experimental results show that the advantages of the
proposed MSVGAE algorithm are verified by the experimental
results and theoretical analysis of each algorithm. In order to further
verify the effectiveness of the self-supervised learning task used in
the model, we conducted VAE, VGAE and MSVGAE experiments
on Cora and Citeseer data sets. Finally, the learning ability of each
algorithm was compared, and the ablation study of each algorithm
was as follows:

• GAE: Non-Self-Supervised Learning;
• GAE+SSL: With Self-Supervised Learning;
• VGAE: Non-Self-Supervised Learning;
• VGAE+SSL: With Self-Supervised Learning;
• MSVGAE: Non-Self-Supervised Learning;
• MSVGAE+SSL: With Self-Supervised Learning

The ablation experimental results of each algorithm are listed in
Table 3. It can be seen that the performance of each algorithm with
the assisted training of self-supervised learning task is better than
that without self-supervised learning task. That is, the proposed
self-supervised learning task can assist the model to get better
performance, which indicates the superiority of self-supervised
learning. This is consistent with the theoretical and empirical stud-
ies we discussed earlier.

5.4 Robustness Analysis
To verify the robustness of the proposed MSVGAE models, we
attacked the total number of edge sets, the number of node features,
and the number of simultaneous attack edge sets and node features
in the training set, respectively. In different ways, we can reduce the
ratio of edges or nodes in the training set, which comprehensively
evaluates the robustness of the model and compares it with other

Table 3: Ablation studies on two datasets.

Methods
Cora Citeseer

AUC AP AUC AP

GAE 91.5±0.02 92.6±0.03 91.0±0.04 91.7±0.03
GAE+SSL 92.3±0.02 93.5±0.02 91.6±0.03 92.3±0.04

VGAE 91.5±0.04 92.3±0.05 92.8±0.03 93.9±0.03
VGAE+SSL 92.2±0.03 93.6±0.03 93.4±0.02 94.3±0.02

MSVGAE 94.8±0.05 94.2±0.04 94.6±0.04 95.4±0.05
MSVGAE+SSL 95.3±0.05 95.4±0.04 95.4±0.03 96.1±0.04

baselines. To ensure the timeliness of the algorithms, the Cora data
set is selected for testing in the following experiments.

5.4.1 Random Attack Edges. We continuously reduce the number
of edge sets in training set to 50%, 40%, 30%, 20%, and 10%, respec-
tively. The detailed information of the experimental effect of our
model and other baselines is shown in Figure 3. In the figure, sub-
graph (a) is the AUC value of each model corresponding to different
ratio of edges, and subgraph (b) is the AP value of each model
corresponding to different edge ratios.
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Figure 3: The results of edge attack.

As can be seen from the figure, as a whole, as the edge ratio
in the training set continues to decrease, the overall trend of each
model shows a downward trend. However, the proposed model
has a smaller decline and is always better than other comparison
methods. For the comparison methods, when the edge ratio is 0.1,
the results of AUC and AP are below 0.8. This is because when
learning the embedding representation of nodes, these methods
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only learn a set of low-dimensional vector representations. In other
words, they cannot fully fit the original graph data. The proposed
model is around 0.9. In addition, the VGAEmethod performs poorly.

5.4.2 Random Attack Features. We continuously reduce the num-
ber of features of each node by attacking the node features in the
training set, and the attack method is consistent with the edge of
the node. The detailed information of the experimental effect of
our model and other baselines is shown in Figure 4. In the figure,
subgraph (a) is the AUC value of each model corresponding to
different ratio of features, and subgraph (b) is the AP value of each
model corresponding to different ratio of features.
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Figure 4: The results of feature attack.

As can be seen from the figure, as a whole, as the ratio of features
in the training set continues to decrease, the proposed method is
almost maintained at around 0.92, and shows the best results, which
indicates that themethod has strong robustness. For the comparison
methods, when the ratio of features is in the range of 0.5-0.4, it
shows better model performance, but after it is 0.4, these models
show a clear downward trend. Especially for the VGAE method,
when the ratio of features is 0.1, the value of AUC is 0.3. This is
because when the features of the neighbor nodes are aggregated,
the neighbor nodes cannot be assigned weight coefficients.

5.4.3 Random Attack Edges and Features. By attacking the edges
and features of each node in the training set, we continuously reduce
the number of them. The detailed information of the experimental
effect of our model and other baselines is shown in Figure 5. In the
figure, subgraph (a) is the AUC value of each model corresponding
to different ratio of the edges and features, and subgraph (b) is
the AP value of each model corresponding to different ratio of the
edges and features. It can be seen from the figure that in the most
extreme case, i.e., when attacking the set of edges and the set of node
features in training set at the same time, the proposed method is still
superior to other comparison methods and remains above 0.85. For
the comparison methods, when the set of edges and node features
is 0.5, the result of ACU is below 0.8, and the result of AP is between
0.8. Besides, for the overall trend, the methods have a relatively
large decline. In summary, from different perspectives, the proposed
method shows good robustness. This is mainly because that the
multi-scale variational inference can learn the data distribution
better and the introduced self-supervised learning task can make
full use of the attribute feature information.
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Figure 5: The results of edge and feature attack.

5.5 Evaluation on Node Clustering
We evaluated the node clustering task, and the parameter settings
of each model in the clustering task were the same as those of the
link prediction task. After learning the embedded representation
of the graph, the model uses three indicators: normalized mutual
information (NMI), adjusted mutual information (AMI) and average
Rand index (ARI) to verify the clustering results.

On Cora and Citeseer data sets, the clustering results of GAE,
VGAE and MSVGAE models are shown in Table 4. The results
showed that MSVGAE significantly improves all three indicators
compared to the other two baselines. For example, on the Cora data
set, the normalizedmutual information (NMI) ofMSVGAE increases
from 0.344 to 0.452 compared with GAE, and the adjusted mutual
information (AMI) increases from 0.268 to 0.450 compared with
VGAE. The average Rand index (ARI) increased from 0.192 to 0.377.
Overall, the proposed MCVGAE method has better experimental
results, which indicates that the proposed model is superior to the
comparison methods, i.e., it shows the superiority of the model in
terms of clustering levels.

Table 4: Clustering results.

Methods
Cora Citeseer

NMI AMI ARI NMI AMI ARI
GAE 0.344 0.341 0.276 0.126 0.124 0.108
VGAE 0.270 0.268 0.192 0.108 0.107 0.101

MSVGAE 0.452 0.450 0.377 0.257 0.245 0.243

5.6 Graph Visualization
A good unsupervised graph embedding algorithm can usually rep-
resent the original graph structure well in low dimensional space.
To illustrate graphically the representativeness of graphs embedded
in low dimensional space. We use t-SNE [19] algorithm to visualize
the low-dimensional features learned by GAE, VGAE, MSVGAE
and other models in two-dimensional space. Figures 6 and 7 show
the visualization results of the three models on the Cora and Cite-
seer datasets, respectively. From the visualization results, it can be
clearly seen that, overall, the proposed MSVGAE method has the
advantage, followed by the VGAEmethod, and the GAEmethod has
a poor performance. Besides, even MSVGAE takes an unsupervised
approach to graph representation learning. However, in the final

Research Paper  WSDM ’22, Feb. 21–25, 2022, Virtual Event, Tempe, AZ, USA

340



(a) GAE (b) VGAE (c) MSVGAE(Ours)

(a) GAE (b) VGAE (c) MSVGAE(Ours)

Figure 6: Visualization of the Cora dataset.
(a) GAE (b) VGAE (c) MSVGAE(Ours)

(a) GAE (b) VGAE (c) MSVGAE(Ours)

Figure 7: Visualization of the Citeseer dataset.

clustering results, the differentiation between categories in the visu-
alization diagram of theMSVGAEmodel is more obvious. Therefore,
compared with other baselines, MSVGAE’s graph representation
learning ability is better, and the distribution of low-dimensional
representation is more accurate.

6 CONCLUSION
In this paper, we propose a novel multi-scale graph representa-
tion learning framework with a GAT-based autoencoder termed
MSVGAE for link prediction. Due to the distribution of graph data
is a complex mixed probability distribution in many real-world
applications, we learn multiple scales of low-dimensional represen-
tations to represent the complex graph data. On this basis, a graph
feature reconstruction based self-supervised learning is introduced,
which can improve the performance of graph structure learning
effectively. To verify the effectiveness of the model, five real-world
graphs datasets are employed in the experiments. Experimental
results further validate the proposed model is feasible and effective
for link prediction tasks with attribute information and topology
information of nodes being insufficient.
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